An Enhanced Run Length Encoding using an Elegant Pairing Function for Medical Image Compression
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ABSTRACT

Medical image compression is in high demand in the medical field, since it reduces the required time to transmit an image in a bandwidth or store an image for medical purposes. Modern medical image diagnostics involves a large set of medical images that are often based on MRI, X-Rays or CT. However, the introduction of new technologies and the fast development of existing ones has resulted in a high demand for bandwidth. In this article, the proposed image compression method for medical images it uses the discrete wavelet transform as a compression tool, which provides a better compression ratio without losing valuable information and through the implementation of the proposed enhanced run length encoder, by the use of the elegant pairing function, we can achieve higher compression ratios and high visual quality. Despite this, the fidelity is subject to the capabilities and limitations of the Human Visual System.
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1. INTRODUCTION

Human vision is one of the most advanced and important senses for humans, therefore, digital images have a strong impact on human perception. The interest in digital image processing emerges from two application areas: improving graphic information for human interpretation and processing graphic information for storage purposes [1].

Currently, given the high demand for multimedia applications and the continuous development of new technologies, transmitting graphic information has resulted in a lack of bandwidth in a transmission channel and has made it difficult to store this kind of graphic information [2]. Therefore, the theory of data compression has come to have a strong impact on reducing the data redundancy to save more storage space and facilitating transmission bandwidth [3].

The theory of image compression requires an understanding of Shannon’s information theory. Shannon’s metric is called “Entropy” which is the amount of information contained in a variable [4]. This information is determined, among other things, by the number of different values that variable can take, the number of bits required to store the variable, the absolute minimum amount of storage and transmission needed [5]. For every possible state \( i \) exists a set of probabilities \( P_i(j) \) of producing different possible symbols \( j \). Thus, there is an entropy \( H_i \) for each state. The Eq. 1 defines the entropy of the source.

\[
H = \sum_i P_i H_i = - \sum_{i,j} P_i P_i(j) \log p_i(j)
\]

In order to encode and decode the information, the required data flow corresponding to the information transfer has to be minimized. Thus, reducing the average length of the codes in the output alphabet, the coding process maximizes the coding efficiency. The minimum code length achievable is called “entropy”. Therefore, the source coding process is called as “entropy coding”. An optimal ensemble \( (B, v) \) is created using the original ensemble \( (A, z) \). Where, \( z \) is the probability distribution. If the sequence of information is known before coding then the probability distribution can be calculated [5].
Medical digital images have a fundamental importance in the perception and visualization of medical information that leads to an effective medical diagnosis [6]. However, medical analysis produces a large quantity of medical graphic information which leads to a challenge in storing and transmitting the great volume of data [7]. The aim of image compression is reducing the volume of data through a data compression method that permits a higher compression ratio without losing the most important visual details allowing an effective medical diagnosis [7].

There are two types of compression methods, lossless and lossy image compression:

- **Lossless**: The numerical reconstruction of the compressed image is identical to the original image.
- **Lossy**: This method has high compression ratios at the expense of degrading the information, resulting in a visual deformation of the compressed image. The loss of information is proportional to the compression ratio achieved.

A general image compression scheme consists of three fundamental parts: removing coding redundancy, removing correlation between pixels of the image and removing the psycho visual redundancy, which is the data ignored by the human visual system [8]. Image compression systems that combine lossless and lossy schemes are known as hybrid coding. The general architecture of a lossy image compression scheme is shown in Fig. 2.

2. THE PROPOSED METHOD

The objective of the proposed method in this research paper is to present an efficient and effective lossy compression scheme for medical digital images. The proposed method it uses the DWT to reduce the psycho visual redundancy. Therefore, the main contribution of this research project is to ameliorate the entropy coding process which removes coding redundancy. As a result, coding redundancy is removed by the Run Length Encoding process. In order to improve the compression ratio of the image we utilized a paring function to code every tuple of the entropy coding process. Fig. 2 describes the process of the proposed image compression method.

2.1 Discrete Wavelet Transform

A wavelet is an orthogonal function which can be applied to a discrete set of data. The DWT of a signal decomposes the image into subband components. The DWT is used for image compression, the use of the DWT gives better reconstructed images and high compression ratios at lower bit rates. DWT covers both frequency and time information [9]. To use wavelets for digital image compression, the rows and columns of the matrix that represents the image have to be scanned and transformed to generate the wavelet coefficients. The mother wavelet $\psi$ has the basis shape created by a scaling function $\phi$ “average” low-pass filter and a wavelet function $\psi$ “difference” high-pass filter [10]. The first step is to pass the samples through a low pass filter then they have to be passed through a high pass filter and next apply convolution to both coefficients. After getting the filter coefficients the coefficients have to be down sampled by 2, and the process must be repeated. The results are an approximation and detail coefficients [11]. Fig. 3 shows the 1-D DWT.
The wavelet filter banks are constructed from different wavelet basis functions such as Haar, Daubechies, Symlets, Coiflets and Biorthogonal. However, the selection of the best wavelet function depends on the requirements and the application of the process [13]. Due to the fact that current compression systems use biorthogonal wavelets instead of orthogonal wavelets, the proposed method uses biorthogonal wavelets. One wavelet filter is used to decompose the original signal and another wavelet filter is used to reconstruct the signal [14]. Fig. 5 presents the Biorthogonal Wavelet PSI for a) decomposition and b) reconstruction.

The output came from high-pass filter (H) and low-pass filter (L), the image is decomposed into four parts: LL, HH, LH, HL. Where LL is the sum of the vertical low-pass filter and the horizontal high-pass filter, HH is the sum of the horizontal high-pass filter and the vertical high-pass filter, LH is the sum of the horizontal low-pass filter and the vertical high-pass filter, HL is the sum of the horizontal high-pass filter and the vertical low-pass filter [12]. Fig. 4 illustrates the 1-level wavelet decomposition applied to a medical image.
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The coefficients with low frequencies are going in the top of the vector and the coefficients with high frequencies are going in the bottom of the vector. The ZigZag Scanning allows a high run length of zeros in the vector [16]. The run length encoding process encodes every coefficient denoted by $x$ of the vector of coefficients $1 \times N(x)^2$, creating a matrix of $2 \times M$, where $M$ is the number of different nonconsecutive elements. Fig. 7 illustrates the encoding process by run length encoding.

![Fig. 7. Entropy coding by Run Length Encoding process.](image)

### 2.3 Elegant Pairing Function

A pairing function is a unique and a bijective function. It is a function that maps a pair of coordinates $Z^* \times Z^*$, where $Z^* = \{0, 1, 2, \ldots\}$ denotes the nonnegative integer numbers. Every point on a surface can be described by a pair of coordinates. When $x$ and $y$ are nonnegative integer numbers, the elegant pairing function associates these numbers and outputs a single nonnegative integer number that is uniquely associated with that pair. The elegant pairing function assigns consecutive numbers to points along the edge of squares [15]. Fig. 8 illustrates the elegant pairing function.

![Fig. 8. The elegant pairing function. Source: Adapted from [17].](image)

#### 2.3 Enhanced Run Length Encoding

To achieve higher compression ratios, the proposed method encodes the run length encoding matrix through a pairing function. Because a pairing function is a unique and a bijective function, it is possible to recover the data without losing information as seen in Eq. 4.

$$f: 2 \times N \rightarrow 1 \times N$$

(4)

To encode two elements of a coordinates pair, the pairing function associates these two numbers with a unique nonnegative number, this function is described as follows in Eq. 5.

$$f: Z^* \times Z^* \rightarrow Z^*$$

(5)

Due to the nature of the wavelet coefficients, it is possible to have negative numbers, so we proposed a modified elegant pairing function in order to achieve higher compression ratios. Eq. 6 shows the modified version of the elegant pairing function $f: \{x, y\} \rightarrow Z$:

$$x = \begin{cases} x + 2, & x \geq 0 \\ (x + 2) - 1, & x < 0 \end{cases}$$

$$y = \begin{cases} y + 2, & y \geq 0 \\ (y + 2) - 1, & y < 0 \end{cases}$$

$$f(x, y) = \begin{cases} x^2 + x + y, & x \leq y \\ y^2 + x, & x > y \end{cases}$$

(6)

Therefore, the proposed method for decoding through the elegant pairing function it is defined on Eq. 7 $f: Z \rightarrow \{x, y\}$:

$$Z = \begin{cases} [\sqrt{z}]^2, & z - \sqrt{z}^2 < 0 \\ [\sqrt{z}]^2 - [\sqrt{z}], & z - \sqrt{z}^2 \geq 0 \end{cases}$$

(6)
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The enhanced run length encoding process using the modified elegant pairing function is illustrated in the Fig. 9.

\[
\begin{align*}
  x &= \begin{cases} 
  x/2, & x \text{ mod } 2 == 0 \\
  (x + 1)/-2, & x \text{ mod } 2 \neq 0
  \end{cases} \\
  y &= \begin{cases} 
  y/2, & y \text{ mod } 2 == 0 \\
  (y + 1)/-2, & y \text{ mod } 2 \neq 0
  \end{cases}
\end{align*}
\]

The enhanced run length encoding process using the modified elegant pairing function it is illustrated in the Fig. 9.

\[
\begin{align*}
  &2 \times N^2 \quad f: \{x, r\} \rightarrow Z \\
  &\begin{array}{cccc}
  &x & r & Z \\
  &3 & 6 & \ldots & x \\
  &4 & 2 & 3 & \ldots
  \end{array}
\end{align*}
\]

Fig. 9. Illustrative encoding process using the elegant pairing function.

Now one can observe a compressed image in the form of a bitstream. This new, compressed image is easier to store and transmit. It is not possible to have a visual representation of the image. The decompression process is the inverse process of the compression method, because every part of the compression method has an inverse process and the result is a reconstructed image with high visual quality.

3. EXPERIMENTAL RESULTS

For the purpose of evaluating the performance of a compression algorithm, it is necessary to define metrics that estimate the quality of the compressed image and the difference between the original image and the reconstructed image. This difference is commonly named distortion. The performance of a compression algorithm will be good if the distortion criteria is small; the smaller the distortion, the higher the quality of the reconstructed image. We used various comparison parameters associated with medical image compression:

3.1 MSE

The Mean Squared Error (MSE) is based on approximating the measures of the distortion to determine the quality of the reconstructed image as seen in Eq. 8. The lower the value of MSE, the lower the error.

\[
MSE(f, g) = \frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} (f_{ij} - g_{ij})^2
\]

3.2 PSNR

The PSNR measure represents the Peak Signal to Noise Ratio. It denotes the fidelity between the original image and the reconstructed image. The higher the PSNR value, the better the quality of the compressed image as presented in Eq. 9. The PSNR value is measured in decibels (dB).

\[
PSNR = 10 \log_{10} \left(\frac{255^2}{MSE(f, g)}\right)
\]

3.3 SSIM

The Structural Similarity Index (SSIM) it is a well-known metric to measure the similarity between two images. This metric considers the correlation with the perception of the Human Visual System. It models the distortion of the image based on the correlation, luminance and contrast distortion as shown in Eq. 10.

\[
SSIM(f, g) = l(f, g) c(f, g) s(f, g)
\]

where,

\[
\begin{align*}
  l(f, g) &= \frac{2 \mu_f \mu_g + C_1}{\mu^2_f + \mu^2_g + C_1} \\
  c(f, g) &= \frac{2 \sigma_f \sigma_g + C_2}{\sigma^2_f + \sigma^2_g + C_2} \\
  s(f, g) &= \frac{\sigma^2_f + \sigma^2_g + C_3}{\sigma_f \sigma_g + C_3}
\end{align*}
\]

The positive values of the SSIM metric are in the range of [0, 1]. A value of 0 means no correlation between the original and reconstructed image, and value of 1 means.

3.4 Compression Ratio

The compression ratio (CR) it is defined as the ratio of the size of the original image to the size of the compressed image as seen in Eq. 11.

\[
CR = \frac{\text{Original Image}}{\text{Compressed Image}}
\]

3.5 Simulation Results

The proposed medical image compression method is implemented in MATLAB R2018a. Fig. 10 illustrates the four medical test images on which the proposed method was implemented. Fig. 11, Fig. 12, Fig. 13 and Fig. 14 present a comparison of the different compression ratios acquired in the proposed method against a typical lossy image compression method based on the DWT and run length encoding as entropy coder. Table 1 shows the execution time and the different compression quality metrics defined in the previous section of the proposed method by the use of the DWT and an enhanced run length encoding using different quantization values.
Fig. 10. Tested image samples.

Fig. 11. Comparison of different compression ratios obtained from test image IM-0001-0007.

Fig. 12. Comparison of different compression ratios obtained from test image IM-0004-0005.

Fig. 13. Comparison of different compression ratios obtained from test image IM-0005-0011.

Fig. 13. Comparison of different compression ratios obtained from test image IM-0008-0042.
The proposed method does not affect the quality of the recovered image, since the entropy coding process is a lossless compression method. Observing Fig. 11, Fig. 12, Fig. 13 and Fig. 14 we conclude that through the implementation of the elegant pairing function in the run length encoding process, we can achieve higher compression ratios without losing the most important visual details of the image, yielding in an effective medical diagnosis. Also based on the results of the Table 1, we see that the quality of the reconstructed image is satisfactory. The desired visual quality of the image is subject to the Human Visual System.

3. CONCLUSIONS

This paper provides an architecture for medical image compression by the discrete wavelet transform, an enhanced entropy coding based on run length encoding and a pairing function. The proposed method is performed on different MRI images and is a hybrid compression method. The higher the threshold on the quantization process, the higher the compression ratio and the higher the loss of information this means a lesser entropy value. Our proposed method can be used for future research. Also, the experimental results show that the use of the elegant pairing function upon the run length encoder can achieve higher compression ratios without losing information, making for a more effective medical diagnosis and ready for store or transmission purposes.
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